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Abstract

Forecast dispersion, error, and optimism are computed using 120,022 quarterly observations from

1990 to 2001. Forecast dispersion, error, and optimism all decrease steadily over the sample period,

with loss firms showing an especially striking decrease. By the end of the sample period, dispersion

and error differences between profit and loss firms are relatively minor, optimism for loss firms is

around an unbiased 50%, and pessimism dominates profit firms. Additionally, loss firm earnings

appear more difficult to forecast. The reduction in dispersion, error, and optimism does not appear

fully attributable to earnings management, earnings guidance, or earnings smoothing. The trends are

consistent with increased litigation concerns.

D 2004 Elsevier Inc. All rights reserved.

JEL classification: D84; G14; G24

Keywords: Earnings forecasts; Analysts; Earnings management; Forecast dispersion; Forecast accuracy

1. Introduction

A major responsibility of analysts is to make earnings forecasts. Professionals, such

as investment bankers, financial advisors, and stockbrokers, rely on these forecasts to

make their decisions, as do many individual investors. The forecasts serve as critical

inputs into stock valuation models. Earnings announcement period returns are influ-

enced by the forecasts (e.g., Imhoff & Lobo, 1992), and forecast dispersion is even

related to monthly or annual stock returns (Ang & Ciccone, 2001; Diether, Malloy, &

Scherbina, 2002; Dische, 2002). Forecasts are now publicly available on many

investment-related web sites, providing free access to millions of investors all over

the world.
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For a long period of time, the ability of analysts to forecast earnings was questioned.

Analysts were biased some argued, optimistic and unresponsive to earnings changes

(Abarbanell & Bernard, 1992; DeBondt & Thaler, 1990). They tended to herd, making

forecasts or recommendations similar to other analysts (Hong, Kubik, & Solomon, 2000;

Olsen, 1996; Stickel, 1990; Trueman, 1994; Welch, 2000). They were better than time-

series earnings estimates, but only slightly (Fried & Givoly, 1982; O’Brien, 1988).

Recent studies have found that analyst forecasts have changed, perhaps even improved.

Analysts have reduced both the size of their forecast errors and their optimism (Brown,

1997; Matsumoto, 2002; Richardson, Teoh, & Wysocki, 2001). Unfortunately for the

analysts, many attribute this trend, not to better forecast accuracy, but to increases in

earnings guidance, management, or smoothing (e.g., Degeorge, Patel, & Zeckhauser,

1999; Matsumoto, 2002).

The purpose of this study is twofold, both to document trends in forecast properties and

to differentiate among theories as to why the trends exist. Several trends are investigated;

some revisited, some new: (1) the trends of dispersion, error, and optimism; (2) the trend

of wrongly forecasted profits or losses; (3) the trend of naı̈ve forecast performance versus

analyst forecast performance; (4) the trend of earnings volatility; and (5) the trend of Street

versus GAAP earning differences. In addition, the influence of Regulation FD on the

trends is examined. Quarterly data is used during a 1990 to 2001 sample period. As

previous research has shown that analysts have greater difficulty forecasting the earnings

of firms with losses (Brown, 2001; Butler & Saraoglu, 1999; Ciccone, 2001; Dowen,

1996; Dreman & Berry, 1995), firms with profits and losses are separated and examined

independently in much of the testing.1

There are several possible explanations for changes in forecast properties: legal liability

(e.g., Skinner, 1994), earnings guidance (e.g., Matsumoto, 2002), earnings management

(e.g., Degeorge et al., 1999), earnings smoothing (consistent with Bartov, 1993), or

information flow improvements (consistent with Asthana, 2003). The testing investigates

the validity of these reasons.

The results are quite remarkable. Forecast properties have undergone an extraordinary

change, perhaps best called a transformation, during the sample period. Forecast

dispersion and error both decrease throughout the sample period, with most of the

decrease due to loss firm forecasts. Although analysts still do not forecast loss firms with

the same degree of accuracy as profit firms, the differences in forecasting performance are

steadily eroding.

Optimism also decreases as analysts moved from being optimistically biased to being

pessimistically biased during the sample period. The pessimism associated with profit

firms is astonishing. Near the end of the sample period, almost three quarters of the

1 Several related studies exist. Brown (1997), Richardson et al. (2001), and Matsumoto (2002) all show a

decreasing trend in signed earnings surprise or optimism, although they do not separate firms by profitability. Gu

and Wu (2003) evaluate forecast differences between profit and loss firms but do not examine trends in

performance. Dreman and Berry (1995) and Butler and Saraoglu (1999) do separate firms by profitability while

examining trends, but both rely on sample periods ending in 1991. Brown (2001) uses the signed, earnings

surprise of the last forecast made prior to the earnings release date to examine shifts in the trend of the median

surprise for profit and loss subsamples.
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quarterly forecasts for profit firms are pessimistic. Analysts still tend to be optimistic

toward loss firms, but this optimism has decreased dramatically over the sample period,

hovering around an unbiased 50% at the end of the period. The decrease in the optimistic

biases is so pronounced that the still-lingering legend of analyst earnings optimism (e.g.,

Easterwood & Nutt, 1999; Gu &Wu, 2003) is clearly no longer true, even for loss firms. If

anything, analysts have a new concern: earnings pessimism for profit firms.

Additional results show that analysts have gotten much better at predicting the sign of

earnings when firms report losses. Moreover, forecasting loss firm earnings appears to be

much more difficult than forecasting profit firm earnings. Given this difficulty, analysts

actually seem to provide greater value to the market when forecasting for loss firms.

Finally, the results suggest that the trends in forecast properties are unlikely to be fully

attributable to earnings guidance, management, or smoothing. Firms unlikely to manage

earnings—those with negative surprises, earnings declines, and losses—experience similar

reductions in dispersion and error as the sample of all firms. So do firms considered

unlikely to be guiding firms toward a specific earnings target, those with high dispersion.

Furthermore, Street versus GAAP earnings differences and earnings volatility do not affect

the results. The trends in forecast properties are consistent with litigation concerns,

especially those surrounding loss reporting. In addition, although not specifically tested,

analysts, aided by new information technology, may have simply improved in their

forecasting abilities.

2. Forecast property changes

One of the most prominent explanations for the changing trends in forecast properties

centers on earnings management. In the financial press, managers are often thought to play

an ‘‘earnings game,’’ manipulating reported earnings (and hence the surprise) to reap

various benefits: increased stock prices, favorable publicity, and bonuses (Vickers, 1999).

Fox (1997) tells of a Microsoft 1997 quarterly earnings release in January, the 41st time in

42 consecutive quarters that Microsoft met or beat the Wall Street consensus. The earnings

game is often considered dangerous: when played long-term prospects are sacrificed by

concern with short-term profits. Corporate decisions are altered, accounting rules are

stretched, and investors lose faith in both financial statements and stock prices (Colling-

wood, 2001).

Academics have intensively investigated the issue of earnings management. Burgstahler

and Dichev (1997) and Degeorge et al. (1999) find that firms manage earnings to meet

analyst expectations, avoid losses, and avoid earnings declines. These studies mention

several reasons why executives manage earnings, including increased job security,

increased bonuses, and bolstered investor interest. Furthermore, anecdotal evidence

suggests that firms like the favorable publicity of positive surprises, profits, and earnings

increases. Of the three objectives identified by Degeorge, Patel, and Zeckhauser, the

positive profit objective proves predominant. However, missing a consensus earnings

estimate can be very costly to a firm. For example, Skinner and Sloan (2002) find that, all

else equal, the price decline after a negative surprise is greater than the price increase

following a positive surprise.
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Another way of managing earnings entails ‘‘smoothing’’ or making earnings less

volatile through time (e.g., Bartov, 1993). There are several theories that attempt to explain

this behavior. Healy (1985) and Holthausen, Larcker, and Sloan (1995) find smoothed

earnings are related to management bonus arrangements. Degeorge et al. (1999) use these

findings to argue that managers may reduce high earnings levels to make future earnings

objectives easier to meet. Fudenberg and Tirole (1995) argue that managers will boost

earnings in bad times to increase the probability of retaining their jobs. Trueman and

Titman (1988) believe that firms smooth earnings to lower their perceived bankruptcy risk

and thus lower their cost of debt.

A cheaper way of playing the earnings game involves forecast guidance. Firms guide

analysts toward a pessimistic target and then beat that target (Matsumoto, 2002), an easy

way to garner favorable publicity.

An additional perspective on earnings guidance is rooted in legal liability issues. Firms

face scrutiny when reporting large, unexpected losses. The consequent stock price

decrease angers investors, who then might sue the firm for damages, consistent with

Skinner (1994, 1997). Kasznik and Lev (1995) provide support for this argument by

showing that firms increased their tendency to warn investors of impending losses. By

warning of losses, firms are not necessarily playing an earnings game. As such, guiding

analysts toward pessimistic targets and warning analysts of losses, although related, are

considered two distinct concepts in this study.

Simpler explanations also exist to explain forecasting trends. For example, an

alternative viewpoint looks at data availability and the information revolution, consistent

with Asthana (2003). Forecasting techniques might be improving, aided in part by more

precise and timelier economic information. Communications channels between firm

managers and analysts may be better. Perhaps even the recent proliferation of freely

available financial information on the Internet makes analysts more careful as they strive

to add value and provide information above and beyond what is known by individual

investors.

3. Data and methodology

The First Call summary database is used to obtain the forecast properties. Quarterly

forecasts are used to present all results. The results using annual forecasts are similar to the

quarterly results and do not require separate analysis. The last mean forecast available

prior to the fiscal period end is used as the consensus forecast. All conclusions are similar

if median forecasts are used instead of the mean forecasts or if the last mean forecasts prior

to the earnings release are used instead of the last mean forecasts prior to fiscal period end.

Forecast dispersion is defined as the standard deviation of the forecasts divided by the

absolute value of the mean forecast. This measure requires at least two forecasts.2 Forecast

error is defined as the difference between the actual earnings and the mean forecasted

2 Although the procedure sharply reduces the sample size, the results for dispersion are similar if only

companies with five or more analysts are included.
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earnings, divided by the actual earnings. The absolute value is taken to obtain the final

error number. A ‘‘raw error’’ is also computed as the absolute value of the difference

between actual and forecasted earnings (i.e., the error is not deflated).3 A forecast is

considered optimistic if the mean forecast is greater than the corresponding actual

earnings. The error and optimism measures require at least one forecast.

Many studies deflate the forecast properties by the stock price rather than the deflators

described above. Thus, as a check, trends in dispersion and error are reexamined using

price at the beginning of the fiscal year as the deflator. These results are qualitatively

similar to the presented results, although the trends are not quite as obvious.4

Forecast dispersion is sometimes thought to signify herding. With this interpretation,

low dispersion would be undesirable as it suggests greater herding. However, in this study,

low dispersion is considered a desirable property. At least two reasons suggest this is true:

(1) firms with losses or earnings declines, potential candidates to hide bad information,

tend to have highly dispersed forecasts in previous studies (Ciccone, 2001), and (2) the

high positive correlation between dispersion and error.5

An important component of this research is the separation of firms with losses and

profits. A loss is defined as when the actual earnings per First Call are less than zero. A

profit is defined as when actual earnings are greater than or equal to zero. First Call

earnings, frequently referred to as ‘‘Street’’ or ‘‘operating’’ earnings (among other names),

are often different from earnings under generally accepted accounting principles or GAAP

(Abarbanell & Lehavy, 2000; Bradshaw & Sloan, 2002). The results are similar if GAAP

earnings are used to determine profitability. The Compustat database is used to obtain

GAAP earnings.

To alleviate problems with small denominators, a firm with a divisor less than US$0.02

in absolute value terms has the problem divisor set to US$0.02. Two procedures are used

to reduce the influence of large observations. Firms with dispersion or error numbers

greater than 10 and firms with earnings per share greater than an absolute value of US$20

are eliminated from their respective sample. Combined, the two procedures eliminate a

total of 220 quarterly observations with no effect on the conclusions.

The final sample includes the years 1990 through 2001, a 12-year or 48-quarter period.6

The total sample includes 120,022 firm quarters: 94,194 with profits and 25,828 (21.5%)

with losses. The number of observations varies by the forecast property being examined.

3 The raw error, often called the ‘‘earnings surprise’’ (although usually with the sign or direction of the error),

is important because this number is often reported by the news media. It is important to note that ‘‘error’’ and

‘‘raw error’’ have two distinct meanings in this study.
4 Using price as a deflator, average profit firm dispersion decreases from 0.0027 in the early (1990–1995)

sample period to 0.0015 in the later sample period (1996–2001). Loss firm dispersion decreases from 0.0128 to

0.0069. Profit firm error decreases from 0.0052 to 0.0041, while loss firm error decreases from 0.0409 to 0.0333.

All differences are significant with 99% confidence.
5 To illustrate the latter point, the correlation between the dispersion and error is computed as 0.22 (0.24 if a

log transform is performed). In a related test, every quarter each firm is placed into 1 of 10 portfolios based on its

ranking of dispersion and 1 of 10 portfolios based on its ranking of error. The correlation between the group

placement (1–10) is then computed. The correlation between the dispersion and error groupings is .47.
6 The year 1990 contains considerably less sample firms than the other 11 years. Caution is thus

recommended when evaluating the 1990 data.
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The dispersion measure has the fewest number of observations: 84,919 quarterly

observations.

Portfolio analyses are used to communicate the results in an easily accessible manner.

The included tables present the results year-by-year and also during two sample periods:

an ‘‘early’’ sample period from 1990 through 1995 and a ‘‘later’’ sample period from 1996

through 2001. Each period contains half the sample years. In addition, regression models

controlling for size and book-to-market ratio are used to support the major conclusions

reached.

4. Forecasting trends

Table 1 presents, by year, the forecast properties and maximum number of observations

(recall there are sample size differences among the various properties). Dispersion, error,

raw error, and optimism all steadily decrease throughout the sample period. The trend for

optimism is interesting as the forecasts changed from being optimistic more than 50% of

the time in the first couple of sample years to being optimistic less than 50% of the time

after 1992. The amount of optimism continues to decrease during the sample period,

reaching a low of 34.27% in 2000.

Table 1

Forecast dispersion, error, and optimism

Quarterly forecasts

Maximum number

of observations

Dispersion Error Raw error Percent

optimistic

All years 120,022 0.22 0.44 0.09 40.27

1990–1995 40,949 0.27 0.48 0.11 45.90

1996–2001 79,073 0.20 0.42 0.09 37.36

Difference 0.07* 0.06* 0.02* 8.54*

1990 1373 0.31 0.58 0.16 57.70

1991 2929 0.38 0.59 0.15 53.77

1992 6497 0.30 0.46 0.11 46.36

1993 8411 0.26 0.46 0.12 46.64

1994 10,249 0.25 0.46 0.10 43.33

1995 11,490 0.24 0.47 0.09 43.88

1996 14,002 0.23 0.44 0.09 39.27

1997 14,942 0.19 0.41 0.08 38.86

1998 15,184 0.20 0.41 0.08 38.71

1999 13,638 0.20 0.43 0.09 34.95

2000 12,314 0.17 0.42 0.10 34.27

2001 8993 0.21 0.42 0.09 37.46

This table reports mean analyst quarterly forecast properties over the sample period 1990 through 2001.

Dispersion is defined as the standard deviation of the quarterly forecasts divided by the absolute mean forecast.

Raw error is defined as the absolute value of the actual earnings less the forecasted earnings. Error is defined as

the absolute value of the actual earnings less the forecasted earnings, divided by the absolute actual earnings. A

firm’s forecast is considered optimistic if the mean forecast is greater than the corresponding actual earnings. As

the sample size varies by the forecast property in question, the maximum number of observations is reported.

*Difference is significantly different from zero with 99% confidence.
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Table 2 shows the same forecast properties after separating firms by profitability. The

dispersion and error of loss firms is considerably greater than the dispersion and error of

profit firms. This occurs in every sample year and, although not tabulated, in every sample

quarter. However, loss firms show greater reductions in dispersion and error throughout

the sample period. The average dispersion of loss firms decreases from a high of 1.12 in

1990 to 0.30 in 2000 and 0.33 in 2001. Thus, the typical forecast dispersion of a loss firm

today is roughly a quarter of what it was just 10 years ago. The story is similar for forecast

error. The mean forecast error of loss firms decreases from a high of 1.16 in 1990 to 0.63

in 2000 and 0.55 in 2001. The error reduction for profit firms is not nearly as large,

decreasing from a high of 0.48 in 1991 to 0.33 in 2000 and 0.35 in 2001.

The first two charts in Fig. 1 show the forecast dispersion and error by year and

profitability. The figure provides a nice illustration of the eroding dichotomous forecasting

ability of analysts. Clearly, analysts are narrowing the gap in their performance between

profit and loss firms.

Table 2 also presents statistics for the mean raw error. Similar to the previous results,

improvement in the raw error numbers occurs regardless of profitability, but the

improvement is especially large for loss firms. For example, the raw error of loss firms

decreases by more than half, from an average of US$0.48 in 1991 to US$0.21 in 2000 and

US$0.16 in 2001.

The last columns of Table 2 show the percentage of optimistic forecasts. In the early

sample period, analysts are overwhelmingly optimistic toward loss firms, more than 75%

of time. The optimism remains above 70% until 1997 when it drops to 67.66%. From

Table 2

Forecast dispersion, error, raw error, and optimism by profitability

Dispersion Error Raw error Percent optimistic (negative surprise)

Profit Loss Profit Loss Profit Loss Profit Loss

All quarters 0.15 0.53 0.35 0.78 0.06 0.23 33.63 64.48

1990–1995 0.18 0.88 0.37 1.02 0.07 0.33 40.32 75.93

1996–2001 0.13 0.43 0.33 0.70 0.05 0.20 29.76 60.70

Difference 0.05* 0.45* 0.04* 0.32* 0.02* 0.13* 10.56* 15.23*

1990 0.19 1.12 0.47 1.16 0.10 0.49 52.97 85.42

1991 0.24 1.11 0.48 1.09 0.08 0.48 48.40 78.44

1992 0.21 0.94 0.37 0.95 0.07 0.34 40.91 76.43

1993 0.17 0.91 0.37 0.96 0.08 0.34 41.67 74.80

1994 0.17 0.80 0.36 0.99 0.06 0.30 37.82 73.54

1995 0.16 0.81 0.35 1.11 0.06 0.28 37.54 76.75

1996 0.15 0.70 0.34 0.86 0.05 0.26 32.06 70.90

1997 0.12 0.50 0.32 0.78 0.05 0.22 31.58 67.66

1998 0.13 0.47 0.32 0.71 0.04 0.19 30.68 65.21

1999 0.14 0.39 0.33 0.70 0.05 0.20 26.84 58.42

2000 0.13 0.30 0.33 0.63 0.05 0.21 26.63 51.97

2001 0.15 0.33 0.35 0.55 0.05 0.16 29.44 53.12

This table reports mean analyst quarterly forecast properties sorted by profitability over the sample period 1990

through 2001. A profit occurs when actual quarterly earnings are greater than or equal to zero. A loss occurs when

actual quarterly earnings are less than zero. See Table 1 for variable definitions.

*Difference is significantly different from zero with 99% confidence.
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there, the optimism continues to decrease, dropping to an almost unbiased 51.97% in 2000

and 53.12% in the 2001. For profit firms, optimism on average vanishes in 1991 and

continues to decrease steadily throughout the sample period. By the end of the sample

period, optimism is under 30%. The last chart in Fig. 1 illustrates this trend of decreasing

optimism for both profit and loss firms.

Fig. 1. Forecast properties by year and profitability.
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Although the testing focuses on realized actual earnings to determine profitability, the

results from Table 2 are repeated using expected earnings to determine profitability. Firms

are resorted into profit and loss portfolios based on the mean forecast at fiscal year end.

These results (not tabulated) are qualitatively similar to the Table 2 results, although

average dispersion, error, and optimism are higher for expected profit firms (versus actual

profit firms) and lower for expected loss firms. Optimism actually drops below 50% for

expected loss firms during the last three sample years: 1999, 2000, and 2001. Related

testing is performed on Table 6.

Regression models are utilized next to control for variables aside from profitability that

influence forecasts. Previous studies have shown that size and growth prospects (growth

indicated by book-to-market ratio) affect the information environment (e.g., Atiase, 1985;

Ciccone, 2001).7

To test, two sets of regression models are used. The first set of regressions is employed

to confirm the trend of lower dispersion and error during the sample period. These models

use dispersion and error as the dependent variables and size, book-to-market ratio, a loss

dummy variable, and year dummy variables as the independent variables. The Compustat

database is used to gather the size and book-to-market ratio data. Size is defined as price

times shares, computed at the beginning of the fiscal year. Book-to-market ratio is defined

as beginning of fiscal year equity (Compustat item A216) divided by size. Logarithms of

size and book-to-market ratio are used in the regressions. The loss dummy variable equals

one if the actual First Call earnings are negative and zero otherwise. The year dummy

variables equal one if the forecast is from the corresponding year and zero otherwise. The

first year dummy variable corresponds to 1991, leaving 1990 as the base year. This

specification is as follows for firm i during year t, quarter q.

Forecast propertyi;t;q ¼ aþ b1 logðsizeÞi;t þ b2 logðb=mÞi;t
þ b3 loss dummyi;t;q þ b4 year 1991 dummyi;t þ . . .

þ b14 year 2001 dummyi;t þ ei;t;q ð1Þ

Table 3 presents the results of these regressions. Although size, book-to-market ratio,

and especially losses affect the forecasts, the significant, negative values on the year

dummy variables tend to increase in magnitude over the sample period. For example,

using error as the dependent variable, the coefficient of the 1992 year dummy is � 0.11

(indicating an average decrease of � 0.11 relative to the 1990 base year), while that of the

2001 year dummy is � 0.23 (indicating an average decrease of � 0.23 relative to the 1990

base year). These results confirm the trends revealed in the portfolio results.

In the second set of regressions, models are employed annually from 1990 through

2001 to confirm the erosion of differences between profit and loss firm forecasts.

7 The size of the analyst following is also included in separate regressions with no effect on the conclusions.

Analyst following is not included in the presented results because of its strong correlation to size, thus blurring the

relation between size and the forecast properties.
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Dispersion and error are the dependent variables, while size, book-to-market ratio, and a

loss dummy variable are the independent variables. The annual model appears below:

Forecast propertyi;q ¼ aþ b1 logðsizeÞi þ b2logðb=mÞi þ b3 loss dummyi;q

þ ei;q ð2Þ

The results of these regressions appear on Table 4. Once again, the portfolio results are

confirmed. For example, using dispersion as the dependent variable, the coefficient on the

loss dummy variable decreases sharply over the sample period, dropping from 0.83 and

0.86 in 1990 and 1991, respectively, to 0.20 in 2001.

Table 5 shows the percentage of analysts forecasting the wrong sign. In the early

sample period using the annual earnings, analysts forecast profits for firms with actual

losses 33.95% of the time. This number is far greater than the reverse. In the early sample

period, analysts forecast losses for firms with actual profits just a little over 1% of the time.

Although over the sample period, there is no improvement in predicting profits for actual

profit firms (profit prediction actually gets worse), the improvement for loss firms is rather

extraordinary. At the end of the sample period, profits are forecasted for loss firms only

14.24% of the time in 2000 and 12.20% of the time in 2001, consistent with the increasing

tendency of firms to warn of losses.

Table 3

Regression results using year dummy variables

Dispersion Error

Coefficient t Value Coefficient t Value

Intercept 0.24 9.21 1.09 30.61

log (size) 0.01 2.17 � 0.04 � 22.61

log (book/market) 0.06 21.55 0.06 15.95

Loss dummy 0.42 82.48 0.43 61.21

1991 0.07 2.78 � 0.02 � 0.60

1992 0.00 0.21 � 0.11 � 3.71

1993 � 0.03 � 1.21 � 0.13 � 4.42

1994 � 0.04 � 1.99 � 0.13 � 4.47

1995 � 0.05 � 2.33 � 0.12 � 4.33

1996 � 0.05 � 2.45 � 0.15 � 5.34

1997 � 0.11 � 5.40 � 0.19 � 6.86

1998 � 0.11 � 5.44 � 0.19 � 6.82

1999 � 0.13 � 6.23 � 0.19 � 6.67

2000 � 0.15 � 7.61 � 0.20 � 7.31

2001 � 0.17 � 8.27 � 0.23 � 8.29

N 75,337 105,287

This table reports the results of a regression model. Either forecast dispersion or error is the dependent variable.

The independent variables are the logarithm of size (price times shares) in thousands, the logarithm of book-to-

market value (equity/size), a loss dummy equal to one if the actual quarterly First Call earnings are below zero

and equal to zero otherwise, and year dummy variables spanning 1991 through 2001 equal to one if the quarterly

forecast is from the corresponding year. The regression model is below:

Forecast propertyi;t ¼ aþ b1logðsizeÞi;t þ b2logðb=mÞi;t þ b3 loss dummyi;t þ b4 year 1991 dummyi;t

þ . . .þ b14 year 2001 dummyi;t þ ei;t
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To directly examine forecast performance when actual profitability differs from

forecasted profitability, firms are separated into four portfolios based on actual versus

expected profits or losses. For example, one portfolio includes firms with expected profits

that report actual losses, while another includes firms with expected losses reporting actual

losses. Mean dispersion and error are computed for each of the four portfolios. The results

are presented in Table 6.

In an unsurprising result, firms with expected and actual profits have the lowest

dispersion and error. Interestingly, however, firms with expected and actual losses have the

Table 4

Annual regression results using loss dummy variables

Year Dispersion

Coefficient t Value F value R2 (adjusted)

Intercept Size B/M Loss

dummy

Intercept Size B/M Loss

dummy

1990 � 0.14 0.03 0.12 0.83 � 0.76 2.22 3.41 12.94 65.43 0.21

1991 0.14 0.01 0.12 0.86 0.88 1.11 4.97 17.19 115.18 0.18

1992 0.10 0.01 0.11 0.73 1.80 0.96 6.86 22.20 189.14 0.14

1993 0.20 0.00 0.06 0.73 2.61 0.10 4.29 27.04 258.12 0.14

1994 0.20 0.00 0.07 0.63 2.93 0.31 6.51 27.26 268.99 0.12

1995 0.15 0.00 0.04 0.66 2.39 0.65 4.10 31.80 354.31 0.13

1996 0.37 � 0.01 0.04 0.62 6.81 � 3.34 5.02 35.40 455.72 0.14

1997 0.25 � 0.01 0.04 0.38 5.85 � 2.05 5.95 29.54 324.43 0.09

1998 0.13 0.00 0.05 0.34 3.08 1.08 6.67 28.82 299.31 0.08

1999 0.08 0.01 0.06 0.29 1.73 2.43 10.13 23.20 218.10 0.07

2000 0.16 � 0.00 0.04 0.22 3.66 � 0.09 7.17 18.48 126.99 0.05

2001 � 0.08 0.02 0.04 0.20 � 1.77 5.29 6.51 16.95 103.18 0.05

Year Error

Coefficient t Value F value R2 (adjusted)

Intercept Size B/M Loss

dummy

Intercept Size B/M Loss

dummy

1990 0.77 � 0.02 0.09 0.51 3.09 � 0.88 1.93 5.80 14.98 0.04

1991 1.16 � 0.05 0.09 0.50 6.97 � 3.71 3.12 8.96 45.28 0.05

1992 0.81 � 0.03 0.07 0.60 7.77 � 3.71 4.01 17.03 118.41 0.06

1993 1.02 � 0.05 0.09 0.54 10.88 � 6.21 5.40 17.58 146.80 0.06

1994 1.18 � 0.06 0.07 0.58 13.82 � 8.91 4.86 21.00 213.69 0.07

1995 1.06 � 0.05 0.04 0.68 12.83 � 8.18 2.41 25.27 285.53 0.08

1996 1.13 � 0.06 0.04 0.54 16.23 � 10.77 3.72 24.18 287.19 0.07

1997 0.95 � 0.05 0.03 0.41 14.56 � 9.22 3.10 21.17 228.30 0.05

1998 0.86 � 0.04 0.08 0.35 13.78 � 7.35 7.46 19.78 214.93 0.05

1999 0.78 � 0.03 0.07 0.37 11.79 � 5.87 6.69 19.09 192.21 0.05

2000 0.76 � 0.03 0.06 0.35 11.29 � 5.70 7.11 18.84 168.52 0.04

2001 0.70 � 0.02 0.06 0.19 8.91 � 3.94 4.90 9.36 58.84 0.02

This table reports the results of an annual regression model, run every sample year from 1990 through 2001.

Either forecast dispersion or error is the dependent variable. The independent variables are the logarithm of size

(price times shares) in thousands, the logarithm of book-to-market value (equity/size), and a loss dummy equal to

one if the actual quarterly First Call earnings are negative and zero otherwise. The regression model is below:

Forecast propertyi ¼ aþ b1logðsizeÞi þ b2logðb=mÞi þ b3 loss dummyi þ ei
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second lowest dispersion and error, while the two portfolios containing firms with actual

profitability different from expected profitability have the highest dispersion and error. In

addition, although error does decrease in the portfolio of expected loss, actual loss firms

throughout the sample period, the trend is not nearly as clear and the differences not nearly

as large compared with the Table 2 results. These results, combined with the results from

Table 5, suggest that a large portion of the decrease in loss firm error comes from two

sources: (1) improvement in the error of expected profit, actual loss firms and (2) the

higher percentage of losses being predicted (i.e., less expected profit, actual loss firms).

The final testing in this section examines the error and optimism of the mean analyst

forecast versus the error and optimism of a ‘‘naı̈ve’’ forecast, the actual First Call earnings

in the prior fiscal period.8 This test addresses several important issues. It provides a

measure of the amount of value that analysts provide over and above a forecasting method

simple enough to be employed by even the most unsophisticated of individual investors.

The test also provides a standard by which to measure earnings predictive difficulty. Firms

with accurate naı̈ve forecasts can be thought of as having earnings that are relatively easy

to predict. Related to prediction difficulty, the test also somewhat controls for earnings

Table 5

Percentage of firms with wrong sign mean forecasts

Quarterly forecasts

Forecasted loss, actual profit (%) Forecasted profit, actual loss (%)

All years 1.79 23.31

1990–1995 1.22 33.95

1996–2001 2.11 19.80

Difference � 0.89* 14.15*

1990 0.89 44.79

1991 1.58 35.11

1992 1.38 30.79

1993 1.04 31.85

1994 1.18 32.15

1995 1.27 37.08

1996 1.72 29.57

1997 1.73 24.28

1998 1.86 21.42

1999 2.52 19.59

2000 2.49 14.24

2001 2.89 12.20

This table reports the percentage of analysts forecasting the wrong sign (e.g., forecasting a profit when an actual

loss is eventually reported) over the sample period 1990 through 2001. All numbers are in percent.

*Difference is significantly different from zero with 99% confidence.

8 For the tabulated quarterly results, the naı̈ve model compares the current quarter earnings with the prior

quarter earnings (e.g., third quarter 1992 compared with second quarter 1992). To control for earnings seasonality,

the prior year quarterly earnings are also used to compute naı̈ve forecasts (e.g., second quarter 1993 compared

with second quarter 1992). However, because these naı̈ve forecasts are less accurate than the naı̈ve forecasts using

the prior quarter earnings, the results are presented using the more accurate prior quarter naı̈ve forecasts. (Using

all sample firms, the average naı̈ve error is 0.82 using prior year quarterly earnings and 0.72 using prior quarter

earnings.) The results using the prior year naı̈ve forecasts are similar although analyst superiority is greater.
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volatility or earnings management (see also next section). Firms with managed or less

volatile earnings would probably have more accurate naı̈ve forecasts.

Error, raw error, and optimism are computed using both the analyst forecasts and the

naı̈ve forecasts for all sample firms having the required prior period actual earnings

information. The sample size is 103,778 firm-quarter observations: 82,203 with profits and

21,575 (20.8%) with losses.

Table 7 reports the results for two forecast properties: error and raw error. For each

sample firm, the analyst forecast error is subtracted from the naı̈ve forecast error. For

example, if the naı̈ve forecast error is 0.90 and the analyst forecast error is 0.40, then the

difference is 0.50. The mean of these differences is computed and reported in the table.

Note that in the table, positive numbers indicate analyst superiority, and the larger the

difference, the more accurate analyst forecasts are versus naı̈ve forecasts.

Several findings are important. Analyst forecasts are considerably more accurate in

every sample year indicating that analysts provide a great deal of value in forecasting

earnings versus a simple naı̈ve model. However, they provide more value when

forecasting the earnings of loss firms. For example, for all years, the difference between

the naı̈ve and analyst error is on average 0.26 for profit firms and 0.45 for loss firms.

Analysts have also slightly increased the value of their forecasting during the sample

period, particularly for loss firms. For example, in the early sample period, the analysts are

Table 6

Dispersion and error by expected and actual profitability

Quarterly forecasts

Dispersion Error

Expected

Profit Profit Loss Loss Profit Profit Loss Loss

Actual Profit Loss Profit Loss Profit Loss Profit Loss

All years 0.13 0.93 1.07 0.42 0.31 1.97 2.38 0.42

1990–1995 0.16 1.17 1.37 0.74 0.35 2.06 2.59 0.50

1996–2001 0.12 0.82 0.98 0.35 0.29 1.91 2.31 0.40

Difference 0.04* 0.35* 0.39* 0.39* 0.06* 0.15* 0.28* 0.10*

1990 0.19 1.31 0.67 0.98 0.47 2.01 2.09 0.49

1991 0.23 1.30 0.99 1.01 0.44 1.97 2.90 0.62

1992 0.19 1.38 2.00 0.76 0.34 2.06 2.76 0.46

1993 0.16 1.24 1.33 0.76 0.35 2.03 2.44 0.46

1994 0.15 1.08 1.30 0.68 0.33 2.07 2.57 0.49

1995 0.14 1.04 1.26 0.69 0.32 2.12 2.55 0.51

1996 0.13 1.04 1.22 0.57 0.30 1.89 2.25 0.43

1997 0.11 0.84 1.00 0.40 0.28 1.94 2.42 0.41

1998 0.11 0.75 1.08 0.40 0.28 1.88 2.11 0.39

1999 0.12 0.73 0.94 0.32 0.28 1.90 2.38 0.41

2000 0.11 0.68 0.84 0.24 0.28 1.98 2.18 0.41

2001 0.13 0.77 0.77 0.27 0.29 1.93 2.54 0.37

This table reports mean analyst quarterly forecast properties sorted by expected and actual profitability over the

sample period 1990 through 2001. An actual profit occurs when actual quarterly earnings are greater than or equal

to zero, while an actual loss occurs otherwise. A forecasted profit occurs when mean forecasted earnings are

greater than or equal to zero, while a forecasted loss occurs otherwise. See Table 1 for variable definitions.

*Difference is significantly different from zero with 99% confidence.
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superior by 0.39 in predicting error. In the later sample period, this superiority increases

to 0.47.

Although not tabulated, naı̈ve forecasts for loss firms are markedly less accurate versus

naı̈ve forecasts for profit firms. The mean quarterly naı̈ve forecast error is 0.60 for profit

firms and 1.22 for loss firms. The differences remain fairly stable across the sample period.

This suggests that loss firm earnings are much more difficult to predict. Thus, considering

both the inherent difficulties and the trends of reduced error, analysts seem to be doing an

adequate job when forecasting loss firm earnings.

Table 8 presents the results for differences in optimism. With respect to the

percentage of optimism, it is assumed that the goal when forecasting is to achieve a

systematically unbiased 50%. Therefore, the comparison of analyst forecast optimism

versus naı̈ve forecast optimism is computed using 50% as a reference. For example, if

analysts are optimistic 45% of the time and naı̈ve forecasts are optimistic 65% of the

time, then analyst forecasts are superior by 10% with respect to the 50% goal

[(65%� 50%)� (50%� 45%) = 10%]. A positive sign indicates better analyst perfor-

mance; a negative sign indicates better naı̈ve performance.

The results are fascinating. Naı̈ve forecasts for loss firms are primarily optimistic

(63.75%) while naı̈ve forecasts for profit firms are primarily pessimistic (35.58%). Thus,

Table 7

Differences between naı̈ve and analyst forecasts: error and raw error

Quarterly forecasts

Error differences

(naı̈ve error� analyst error)

Raw error (RE) differences

(naı̈ve RE� analyst RE)

All Profit Loss All Profit Loss

All years 0.30 0.26 0.45 0.08 0.07 0.08

1990–1995 0.26 0.24 0.39 0.07 0.07 0.07

1996–2001 0.32 0.27 0.47 0.08 0.08 0.08

Difference � 0.06* � 0.03* � 0.08* � 0.01* � 0.01* � 0.01

1990 0.27 0.23 0.48 0.07 0.05 0.18

1991 0.19 0.17 0.32 0.08 0.08 0.11

1992 0.29 0.26 0.45 0.08 0.08 0.06

1993 0.26 0.24 0.38 0.05 0.05 0.06

1994 0.27 0.25 0.35 0.07 0.07 0.06

1995 0.26 0.24 0.40 0.08 0.08 0.08

1996 0.32 0.28 0.55 0.08 0.08 0.07

1997 0.30 0.27 0.46 0.08 0.08 0.07

1998 0.36 0.29 0.59 0.09 0.09 0.10

1999 0.33 0.30 0.44 0.09 0.09 0.08

2000 0.31 0.29 0.39 0.08 0.09 0.07

2001 0.25 0.17 0.38 0.08 0.08 0.08

This table reports the difference between naı̈ve forecast errors and analyst forecast errors over the sample period

1990 through 2001. Analyst forecast error and raw error are defined as in Table 1. Naı̈ve forecast raw error is

defined as the absolute value of actual quarterly earnings less the previous quarter’s actual earnings. Naı̈ve

forecast error deflates this number by the absolute actual quarterly earnings. The reported differences are

computed as the naı̈ve error less the analyst error. Thus, positive differences indicate analyst superiority (i.e.,

lower errors): the higher the difference, the greater the analyst superiority.

*Difference is significantly different from zero with 99% confidence.
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the optimism analysts show toward loss firms and the pessimism analysts show toward

profit firms is perhaps a natural reflection of an easy starting point. For profit firms, in the

early sample period, analysts are nearly unbiased. However, as analyst pessimism

increases during the sample period for profit firms, analyst superiority with regard to

systematic biases steadily changes to inferiority. As an example, analysts are superior

relative to the 50% reference for profit firms by 11.09% in 1990 and 10.50% in 1991.

However, these numbers decrease to � 8.72% in 2000 and � 11.88% in 2001, indicating

a decline in analyst performance. In contrast, for loss firms, analysts move steadily from

inferior performance to superior performance. Fig. 2 shows the trends graphically. Like the

corresponding table, positive numbers in the figure indicate superior analyst performance.

5. Earnings management, smoothing, and guidance issues

The increase in forecast pessimism (positive surprises) and decrease in forecast error

seen in this and other studies is consistent with earnings management, guidance, and

Table 8

Differences between naı̈ve and analyst forecasts: optimism

Quarterly forecasts

Profit Loss

Percent

optimistic,

analysts

Percent

optimistic,

naı̈ve

Analyst

superiority versus

unbiased 50%

Percent

optimistic,

analysts

Percent

optimistic,

naı̈ve

Analyst

superiority versus

unbiased 50%

All years 33.42 35.58 � 2.16 64.43 63.75 � 0.68

1990–1995 40.29 35.63 4.66 76.70 68.10 � 8.60

1996–2001 29.78 35.56 � 5.78 60.69 62.43 1.74

Difference 10.51* 0.07 � 10.44 16.01* 5.67* 10.34

1990 53.13 35.78 11.09 84.07 69.91 � 14.16

1991 51.88 37.62 10.50 78.77 68.49 � 10.28

1992 41.32 35.84 5.48 77.97 65.85 � 12.12

1993 41.90 36.01 5.89 75.00 66.67 � 8.33

1994 37.95 35.23 2.72 74.69 68.19 � 6.50

1995 37.75 35.29 2.46 77.92 70.13 � 7.79

1996 32.50 33.78 � 1.28 72.67 69.16 � 3.51

1997 31.95 33.86 � 1.91 67.54 64.96 � 2.58

1998 30.53 37.15 � 6.62 64.97 65.22 0.25

1999 26.86 35.30 � 8.44 58.83 60.38 1.55

2000 26.18 34.90 � 8.72 52.21 60.58 8.37

2001 29.11 40.99 � 11.88 51.36 55.75 4.39

This table reports the difference between naı̈ve forecast optimism and analyst forecast optimism over the sample

period 1990 through 2001. Optimism is present if the mean forecast is greater than the corresponding actual

earnings. As 50% is considered the unbiased target, analyst superiority is determined using 50% as the

benchmark. Positive numbers in the ‘‘analyst superiority versus unbiased 50%’’ column indicate analyst

superiority, while negative numbers indicate naı̈ve forecast superiority. The analyst superiority column is

computed as follows:

Analyst superiority ¼ ðA% optimistic nal̈ve� 50%AÞ � ðA% optimistic analysts� 50%AÞ
*Difference is significantly different from zero with 99% confidence.
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smoothing. Various tests are performed to see whether the trends are related to these issues

and to differentiate among the potential explanations.

The first procedure examines the subset of firms that failed to meet all three incentives

mentioned by Degeorge et al. (1999) when managing earnings: incentives of avoiding

losses, avoiding earnings declines, and meeting analyst expectations. Thus, these firms are

considered unlikely to be managing earnings as none of the incentives is reached.

Table 9 reports the results. Although the average dispersion, error, and raw error are all

higher for this sample of firms versus the full loss firm subsample, similar degrees of

improvement in each property are seen. As an example, the average error of these firms

drops from 1.23 in the early sample period to 0.93 in the later sample period. This

compares with the results for loss firms with either type of surprise from Table 2: 1.02 in

the early sample period, decreasing to 0.70 in the later sample period.

To investigate smoothing, trends in earnings volatility are examined. If the decrease in

forecasting performance is attributable to increased smoothing, earnings volatility should

decrease as well. Earnings volatility is computed as the standard deviation of earnings

from the eight most recent quarters. The sample of firms with eight quarters of earnings

begins in 1992 and consists of 51,965 firms: 42,543 with profits and 9422 (18.1%) with

losses. The trends in earnings volatility are reported in Table 10. Although loss firm

earnings volatility decreases, profit firm volatility remains fairly stable across the sample

period. Thus, earnings smoothing does not explain trends in profit firm forecasts. For loss

firms, the magnitude of the decrease in earnings volatility is far less than the magnitude of

the decrease in error and dispersion. Therefore, earnings volatility probably does not

explain a large proportion of the trends in loss firm forecasts.

Related testing looks at forecasting trends in a set of firms considered unlikely

candidates to smooth earnings, those firms with high earnings volatility. Thus, in each

sample year, firms with high earnings volatility are separately analyzed. Both absolute and

relative measures of high volatility are used. Absolute measures specify an arbitrary

Fig. 2. Analyst versus naı̈ve forecast differences in optimism by year. Note: positive numbers indicate analyst

superiority; negative numbers indicate naı̈ve superiority.
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earnings volatility number to which each firm’s earnings volatility is compared, thus

controlling for any changes in average volatility during the sample period. Quarterly

earnings volatility is considered high if the standard deviation of the actual Street earnings

is greater than US$0.50 per share over the prior eight quarters.9 Under the relative

measures of volatility, a firm is considered to have high earnings volatility if its volatility is

in the top 10% during the year. Although the results are not tabulated, the same trends of

decreasing dispersion, error, and optimism throughout the sample period still exist for the

high earnings volatility sample of firms using either the absolute or relative volatility

measures.

The next test investigates earnings guidance by isolating firms with high dispersion.

These firms are often considered to have a greater disparity of opinion (e.g., Krishnaswami

& Subramaniam, 1999) and are, therefore, unlikely to be guiding analysts toward a

specific earnings target.

Similar to the volatility tests, absolute and relative measures are used. Under the

absolute method, firms are considered to have high dispersion if their dispersion measure

is greater than or equal to 0.50.10 This sample contains 8225 firms (9.7% of the full

dispersion sample), 4028 with profits and 4197 (51.0%) with losses. Under the relative

measure, firms are considered to have high dispersion if their dispersion measure is in the

top 10% during the relevant year.

9 Other arbitrary cutoff points are employed with similar results.

Table 9

Forecast dispersion, error, and raw error: firms with optimistic forecasts (negative surprises), earnings declines,

and losses

Quarterly forecasts

Dispersion Error Raw error

All years 0.71 1.01 0.36

1990–1995 1.00 1.23 0.46

1996–2001 0.61 0.93 0.33

Difference 0.39* 0.30* 0.13*

1990 0.87 1.28 0.52

1991 1.20 1.27 0.65

1992 1.12 1.19 0.46

1993 1.03 1.14 0.52

1994 0.94 1.21 0.44

1995 0.93 1.31 0.39

1996 0.87 1.08 0.38

1997 0.66 0.99 0.34

1998 0.63 0.95 0.29

1999 0.54 0.94 0.33

2000 0.47 0.85 0.35

2001 0.50 0.74 0.25

This table reports mean analyst quarterly forecast properties for firms with optimistic forecasts, earnings declines,

and losses over the sample period 1990 through 2001. An earnings decline is when actual quarterly earnings are

less than the previous quarter’s actual earnings. See Table 1 for the other variable definitions.

*Difference is significantly different from zero with 99% confidence.

10 Other arbitrary cutoff points are employed with similar results.
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Table 10

Earnings volatility by year

Eight quarter earnings volatility

All Profit Loss

All years 0.17 0.14 0.28

1992–1996 0.17 0.14 0.36

1997–2001 0.16 0.14 0.25

Difference 0.01* 0.00 0.11*

1992 0.18 0.16 0.32

1993 0.18 0.15 0.35

1994 0.18 0.16 0.35

1995 0.18 0.14 0.43

1996 0.16 0.13 0.33

1997 0.16 0.14 0.29

1998 0.15 0.13 0.23

1999 0.16 0.14 0.24

2000 0.16 0.14 0.26

2001 0.18 0.15 0.26

This table reports mean quarterly earnings volatility over the sample period 1992 through 2001. Quarterly earnings

volatility is defined as the standard deviation of actual earnings from the eight previous quarters. As 2 years of

earnings are needed before the volatility can be computed, the sample period does not include 1990 and 1991.

*Difference is significantly different from zero with 99% confidence.

Table 11

Forecast error, raw error, and optimism by profitability: firms with dispersion greater than 0.50

Quarterly forecasts

Error Raw error Percent optimistic

All Profit Loss All Profit Loss All Profit Loss

All years 1.09 1.14 1.04 0.23 0.13 0.33 64.61 39.95 88.28

1990–1995 1.21 1.24 1.17 0.30 0.19 0.42 69.24 49.36 90.93

1996–2001 1.01 1.07 0.96 0.19 0.08 0.28 61.76 33.51 86.81

Difference 0.20* 0.17* 0.21* 0.11* 0.11* 0.14* 7.48* 15.85* 4.12*

1990 1.35 1.60 1.09 0.55 0.37 0.74 73.85 58.82 90.32

1991 1.15 1.18 1.13 0.38 0.17 0.60 68.05 48.77 88.74

1992 1.11 1.13 1.09 0.32 0.21 0.45 66.73 47.71 90.00

1993 1.20 1.27 1.12 0.26 0.19 0.34 69.06 49.37 91.43

1994 1.23 1.21 1.25 0.30 0.21 0.40 67.97 48.56 90.12

1995 1.26 1.30 1.22 0.24 0.12 0.35 71.90 50.00 92.65

1996 1.12 1.13 1.11 0.24 0.11 0.38 66.83 41.83 91.40

1997 1.01 1.06 0.97 0.20 0.08 0.31 63.19 36.77 87.94

1998 0.97 1.03 0.93 0.17 0.07 0.26 64.15 35.50 86.82

1999 0.98 1.08 0.90 0.18 0.08 0.27 56.75 25.67 85.02

2000 1.02 1.09 0.96 0.16 0.08 0.22 56.10 29.21 80.94

2001 0.90 0.95 0.87 0.16 0.08 0.22 60.13 25.95 86.47

This table reports mean analyst quarterly forecast properties for firms with forecast dispersion greater than 0.50

over the sample period 1990 through 2001. See Table 1 for variable definitions.

*Difference is significantly different from zero with 99% confidence.
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Table 11 presents the results using the absolute measure. (The results using the relative

measure are similar.) There is a clear reduction in forecast error and raw error during the

sample period for both profit and loss firms. Optimism also decreases dramatically for

profit firms, starting around 50% in the first few sample years, but reaching below 30% for

the last three sample years. Loss firms, however, are dominated by overwhelming

optimism throughout the sample period (an average of 88.28%), the lack of improvement

indicating a problem area that analysts should address. Thus, although analysts have

reduced the size of their errors for firms with high dispersion, they still tend to

overestimate the earnings of high dispersion, loss firms. This testing suggests that

systematic profit firm pessimism occurs regardless of whether the forecasts are guided.

However, the reduction of loss firm optimism occurs when firms warn analysts of the

impending loss.

Overall, the improved forecasting ability of analysts occurs regardless of increases in

earnings management, guidance, or smoothing. The trends are consistent with concerns of

legal liability as most of the reduction in dispersion and error is due to loss firms. The

trends are also consistent with improved analyst forecasting abilities. The increase in

pessimism for profit firms may be partly attributed to an overreliance on the previous

period’s earnings.

6. GAAP versus Street earnings and Regulation FD

Another issue is related to the Street versus GAAP earnings debate. Abarbanell and

Lehavy (2000) suggest that using forecast provider databases, such as First Call, to

obtain earnings data might impact conclusions reached in earnings-related studies. First

Call collects data based on the earnings that firms publicize to the market, often

known as Street earnings, which may be different from GAAP earnings. Therefore,

following the procedure of Brown (2001), the sample of firms in which GAAP

earnings from Compustat equal Street earnings from First Call are examined

separately. The earnings are considered equal if the absolute value of the difference

is less than US$0.02 to control for rounding differences and materiality. The results

(not shown) are similar to the previous results for the reduced sample. Moreover, the

difference in Street versus GAAP earnings has not increased over the sample period

(not shown).

Finally, the passage of Regulation FD in August 2000 and its subsequent imple-

mentation on October 23, 2000 might affect forecasts made during the surrounding

time periods. To investigate this issue, the quarterly forecast properties from the

beginning of 1999 through the end of 2001 are computed for only firms that have

fiscal quarters on a March, June, September, December cycle. This provides a sample

with three distinct, easily identifiable subperiods: (1) a pre-Regulation FD period, from

the first quarter of 1999 through the second quarter of 2000; (2) a period during the

implementation of Regulation FD, the third and fourth quarters of 2000; and (3) a post-

Regulation FD period, the first quarter of 2001 through the fourth quarter of 2001. The

second period, during the implementation, includes the quarter in which the regulation

was passed.
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After evaluating the results, presented in Table 12 for profit and loss subsamples, there

are no identifiable differences in the forecast property trends during the three periods

surrounding Regulation FD implementation regardless of whether the sample includes all

firms, profit firms, or loss firms.

7. Conclusions

This study documents almost continuous reductions in analyst forecast dispersion,

error, and optimism during the time period 1990 through 2001. The reductions, however,

primarily come about due to staggering advances in forecasting loss firm earnings. At the

end of the sample period, differences in forecasting performance between profit and loss

firms are relatively small. Attempts are made to control for various issues that might affect

the conclusions, such as earnings management, guidance, and smoothing, Street versus

GAAP earnings, or Regulation FD. None of those issues can wholly explain the trends.

In addition, it appears that loss firm earnings are more difficult to predict. Given the

prediction difficulties, the value provided to the market by analysts appears to be greater

for loss firms versus profit firms.

While this study does not contradict prior studies showing increases in earnings

management or guidance, it does shed additional light on the issue. Analysts are

undoubtedly not as optimistic, their incentives to get investment banking clients or private

Table 12

Forecast dispersion, error, raw error, and optimism surrounding implementation of regulation FD

Year: month Profit firms Loss firms

Dispersion Error Raw error Percent

optimistic

Dispersion Error Raw error Percent

optimistic

Pre

1999: 3 0.15 0.35 0.05 27.35 0.39 0.66 0.15 56.36

1999: 6 0.13 0.33 0.05 26.49 0.40 0.67 0.16 57.89

1999: 9 0.14 0.34 0.05 27.96 0.41 0.66 0.19 56.41

1999: 12 0.15 0.34 0.06 25.42 0.37 0.74 0.28 59.95

2000: 3 0.13 0.35 0.05 23.89 0.34 0.59 0.17 50.55

2000: 6 0.13 0.32 0.05 24.49 0.28 0.64 0.19 49.63

During

2000: 9 0.13 0.31 0.06 28.71 0.23 0.60 0.19 47.68

2000: 12 0.14 0.32 0.06 29.63 0.30 0.64 0.26 56.54

Post

2001: 3 0.14 0.33 0.05 30.90 0.33 0.51 0.17 52.74

2001: 6 0.16 0.35 0.05 27.40 0.30 0.53 0.14 51.75

2001: 9 0.16 0.37 0.06 34.47 0.34 0.56 0.18 54.89

2001: 12 0.15 0.33 0.05 22.41 0.32 0.54 0.13 47.02

This table reports mean analyst quarterly forecast properties for the quarters surrounding the implementation of

Regulation Free Disclosure (Reg FD). Reg FD was passed in August 2000 and implemented in October 2000. See

Table 1 for variable definitions. Only firms with fiscal quarters ending in March, June September, and December

are included in the sample.
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information perhaps no longer as important as the notoriety they receive when they

mislead investors.

Future studies can examine trends in analyst buy, sell, or hold recommendations,

another area in which the media and academic research (and also the Securities and

Exchange Commission) have criticized analysts. Analysts are known to frequently make

buy recommendations but rarely make sell recommendations, often preferring to drop

coverage of a firm rather than issue a sell recommendation (e.g., Barber, Lehavy,

McNichols, & Trueman, 2001; McNichols & O’Brien, 1997; Stickel, 1995).
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